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A new stiff ordinary differential equation soiver has been devised
that separates the unknown variables into a fast group and a slow
group. The fast variables are solved using the implicit backward-
differentiation formulas but with a Jacobian of much smaller dimen-
sion than that of the original stiff system. The slow variables are
solved using a simple explicit Adams~Bashforth scheme. The
method, applied to a stiff atmaospheric chemical system, yields an
accuracy in the solution comparable to that of the commonly-used
LSODE method at a relative tolerance level of 10~ and an absolute
tolerance level of 1077 ppm, with one-third the execution time of
LSODE. The method can be furiher fine-tuned to eptimize its accu-
racy and execution time. As it is, the method should be an exceltent
candidate for the chemistry solver in air quality, combustion, and
reactive flow models. ® 1994 Academic Press, Inc.

1. INTRODUCTION

Ordinary differential equations describing the time evolution
of a system are considered stiff when the system contains
processes of widely different time scales. These equations have
a Jacobian matrix that has a wide range of eigenvalues. Many
solvers are available that are applicable for specific types of
stiff ordinary differential equations. The most general and com-
monly used solver is the Gear method {1] which is based on
the backward-differentiation formulas, In particular, a Gear
code, called the Livermore solver for ordinary differentizl equa-
tions (LSODE) that solves stiff and nonstiff systems {2, 3] has
been a reliable solver against which other methods have often
been compared.

In the Gear method, Newton’s iteration procedure is neces-
sary to achieve convergence of the solution without having
to reduce the infegration step size excessively. However, this
procedure requires solving a linear system containing the Jacob-
fan in its coefficient matrix. Although one can take advantage
of the possible sparseness of the Jacobian matrix in specific
appilications, solving the linear svstem can be a time-consuming
operation when the sparseness of the matrix cannot be pre-
sumed. To save computation time, the Jacobian matrix often
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is not updated at every integration step. In LSODE, for example,
the Jacobian is updated at a default rate of every 20 integration
steps at a potential sacrifice of some accuracy in the solution.

In a three-dimensional air quality model, both transport and
chemistry of air pollutants are simulated. A time-splitting
scheme is generally used to integrate the transport and chemistry
steps in an alternating sequence. Depending on the method of
choice, the chemistry step has to be reinitialized at every one
or two time steps (As, typically 4 to 10 min}.The atmospheric
chemistry involves several tens of chemical species and some
80 to more than 100 chemical reactions. An example of the
atmospheric chemistry model is the carbon-bond I'V mechanism
(CB4), which is used in the Urban Airshed Model recently
released by the U.S. Environmental Protection Agency [4]. The
system contains 38 chemical compounds and free radicals and
87 reaction steps. (The detailed chemical mechanism is de-
scribed in [5]. More recent updates have been incorporated in
the recently released Urban Airshed Model.} Thirty-two of the
species are listed in Table 1. The mechanism has a very wide
range of reaction time scales. For example, from one of the
initial conditions for the concentrations of 32 CB4 species
displayed in Table I, the eigenvalue and eigenvector analysis
of the Jacobian matrix for the daytime yields 32 eigenvalues
whase orders of magnitude range from 10" to 1077, Clearly,
the stiffness ratio {the absolute maximum-to-minimum ratio of
the real parts of all the eigenvalues of the Jacobian) in atmo-
spheric chemistry is extremely large.

Because of the large number of species and reactions in-
volved in atmospheric chemistry, the Jacobian has a high di-
mension, and a large number of the matrix elements are nonzero.
Application of LSODE to solve the stiff chemical systems in
each of the modeling grid cells s very time consuming. So far,
many approximation schemes have been used to integrate the
chemistry step that may reduce the computation time signifi-
cantly. Two popular schemes are the quasi-steady-siate approxi-
mation (see, e.g., [6]) and the hybrid scheme [7]). Both schemes
avoid inverting the Jacobian matrix. One or both schemes have
been compared to the Gear method in two recent studies {8,
9] using a limited number of initial conditions. Even though
the approximations reduce the integration time significantly
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TABLE 1

Initial Concentrations (ppm)

Low High
NO 2x 107 6 %107 HONO
NO, 2 % 1077 6 x 1072 H0,
G 2 X 10 3 x 107 MGLY
OLE 1 x 107 3 X107 co
TOL 1 x 1073 b > 1072 ETH
XYL 3x 107 I x 107 [SOP
FORM 1 %18~ 1 X 107 o 1.
ALD2 1 X107 2% 107 N;O: 8.

Fixed
X 107 OH 35 x 10°% CRES 1 X 1073
X 107 GO, 8.7 X 10°° PNA 1 % 107F
®x 1077 TO, 66 X 10° OD 1.6 x 107"
X 1" CRO 1.3 X 107" NO, 1 X 1078
X 1077 HNO, I X 1075 HO, 1.7 % 1077
X (07 PAN i X 10 ROR 39 x 107
X 107 OPEN 1 X107 X0 1.1 % 1077
X 10° PAR Sx 107" XON 46X 107

Note. Combining the low and high concentrations of species in the lefimost column generates a total of 256

initial conditions,

compared to LSODE for the cases tested, they sustain signifi-
cantly reduced accuracy and lack of mass balance. To further
reduce stiffness in the system, both schemes often invoke the
steady-state assumption for the group of fastest-reacting spe-
cies. However, there are two major problems with this approach.
First, the nonlinear algebraic equations resulting from equating
the first-order fime derivatives of these stiff variables to zero
may not be easy to solve, especially when several stiff variables
are coupled together. Indeed, solving these algebraic equations
can be very time consuming, defeating the original purpose of
the steady-state assumption. Second, the reaction time scales
vary among the ‘‘steady-state’’ species and with the integration
time. The steady-state assumption ignores these variations and
further contributes to reduced accuracy and lack of mass balance
in the solutions. The impact of the resulting errors in the concen-
trations of the steady-state species is expected to propagate to
the concentrations of non-steady-state species [10]. There is
still a need to devise a method that is both accurate and fast
for solving the highly stiff systems encountered in air quality
modeling.

The LSODE uses the time-consuming implicit method for
all species concentrations in a stiff system. A significant
portion of the computation time is spent in solving the linear
system in Newton's iterations. It would be advantageous if
the dimension of the Jacobian matrix for a stiff-equation
solver can be reduced. In this paper, a new implicit—explicit
hybrid stiff-equation solver, to be called 1EH, is proposed.
This method partitions all the chemical species into two
groups. The first group contains the fast-reacting species and
is treated as a stiff system, while the second group contains
the slow-reacting species which are considered nonstiff. The
concentrations of the first group are solved using the accurate
Gear method but with a Jacobian matrix of much smaller
dimension, while the concentrations of the second group are
solved with a fast explicit method. Since the number of
equations requiring the implicit solver is now considerably
reduced, the computation time for solving the whole system
is expected to be significantly less than that of the solver

that treats all species concentrations implicitly. Such a method
should be particularly advantageous to air quality models
and reactive flow models where complex chemical kinetic
equations have to be solved for each of a large number of
grid cells at each time step. Splitting the variables into two
groups is not new. For example, Hofer [11] used a multistage
one-step partially implicit approach that is second-order accu-
rate, solving the slow variables (explicitly using midpoint
rules} and fast variables (implicitly using the trapezoidal rule)
alternately within one time step. Andrus [12] expressed the
slow variables as given Taylor expansions in time in the
equations for the fast variables, thus allowing the use of a
large time step and avoiding constant updating of the solutions
for the slow variables. Both methods are useful primarily
for systems with few fast-varying variables. The method
presented here, on the other hand, makes use of the highly
accurate LSODE scheme for the fast variables and is applica-
ble to large stiff systems such as the atmospheric chemi-
cal system.

The next section describes the methodology of the IEH
method. Testing of the method with a large number of initial
conditions will then be discussed to ascertain the robustness,
accuracy, and computational efficiency of the method. A
comparison of the new method with the commonly used
LSODE and a more accurate version of LSODE, as applied
to the atmospheric chemical model CB4, will be made.
Comparison with other approximation schemes will be pub-
lished elsewhere [13].

2. METHOD DESCRIPTION

The method is described as it is applied to the CB4 mecha-
nism. If the system of stiff ordinary differential equations is
writien as

dac

dt

=£(C, 0, (1)
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where C(f) is the concentration vector at time ¢, this equation
can be rewritten as

dC

Tf = £¢(Cr, Cs, 1),

dC @
‘E;E = £5(Cy, Cs, 1),

where Cr and Cs are the fast-reacting and slow-reacting group
concentrattons, respectively. To partition the variables into fast
and slow groups, we first inspected the temporal behavior of
all the CB4 species concentrations using a limited set of realistic
initial conditions in the full soiver. The fast variables distinguish
themselves by consistently displaying large, but short, transient
behavior. There are ‘‘borderling’” variables such as NO, NO,,
and O; which we grouped with the fast variables to help assure
the solution accuracy. The resulting partition is consistent with
the expectation from atmospheric chemistry. In general, free
radicals have very low concentrations and large reaction rate
constants. Their temporal behavior is very sensitive to slight
changes in concentrations of more abundant species. They be-
long to the fast-vartable group. On the other hand, concentra-
tions of organic compounds tend to be higher and vary more
slowly than those of free radicals. Consequently concentrations
of organic compounds are expected to be grouped as slow
variables. Concentrations of many oxides of nitrogen such as
NO; and N;Os can have large transient variations. Also, concen-
trations of NQ, NQ,, and O, can have significant time depen-
dence and play a very critical role in atmospheric chemistry.
They are best classified as fast variables 1o assure their accuracy.

In all, 16 species of concentrations are classified as fast
variables. They are NO, NO,, O;, PNA, O'D, O, NO,, N,0s,
HO,, OH, ROR, C,0;, X0O,, TO,, XO,N, and CRO. The re-
maining species concentrations constitute the slow variables:
HONO, HNO,, H,0,, FORM, ALD2, PAN, MGLY, OPEN,
CO, PAR, OLE, ETH, TOL, XYL, CRES, and ISOP. (Note
that six slow species concentrations, MEOH, ETOH, MTRE,
NTR, SO, and SULF, are not hsted because we set thelr initial
values to zero. Either their initial concentrations are very low
in the present atmosphere, or they have littie influence on the
ozone concentration {03), a major air pollutant. (Henceforth,
we shall use the symbol like O, to represent either the species
or its concentration.) At any rate, setting their initial concentra-
tions to other than zero will not alter our conclusions. NTR is
a product and a chain terminator. Its concentration will not be
shown.) If the 16 fast variables are considered as a complete
systemn, with the slow variables appearing in their time deriva-
tives treated as “‘nonconstant coefficients,”” then the negative
real parts of the eigenvalues of the resulting Jacobian matrix
range from 10° to 10'°. The stiffness ratio of the fast variable
system has been considerably rzduced.

In (2), C¢ will be integrated implicitly using the Jacobian
matrix Jy = dfe/dCy in which Cs is treated as an independent
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set of parameters. Similarly, Cg will be integrated explicitly
with Cy in fg treated as an independent set of parameters. More
specifically, given thée initial condition at 1,, the implicit step
based on LSODE for the fast-group species estimates f,, which
is then uwsed to determine Cg(r;) using the first-order explicit
scheme. (Note that 1,,, = 1, + h,, where h, is an integration
step, not 1o exceed the time step Ay, which is the time interval
between two concentration outputs.) The result is then used in
the implicit step to calculate Cp(7)) and estimate h;. But if 7,
should be readjusted to satisfy the local error tests of the implicit
scheme, then Cg(r)) will be redetermined, to be followed by a
reevaluation of Cit,) and A, OQtherwise, Cy() will be calculated
using the second-order Adams-—Bashforth explicit scheme for
Celron)s

h,
CS(IHH) = Cs(f,,) + hnlié?_— (f.\(‘tn) - fb‘(!u—l)) + fS(’n)]y (3)

where the time for fy refers to the time for both Cg and Cg
appearing in the equations. The solution, Cs(t,:,), is then used
to solve for Cgz,4,) and to estimate A,., in the implicit step,
which in turn, together with Cr(z,) are usd 1o determine Cyt,+5).
The same procedure is performed until ; + A7 is reached. The
second-order explicit scheme was selected after we found that
the third- and fourth-order explicit schemes had led to only a
minimal improvement in accuracy.

The LSODE is a highly versatile, multistep, fifth-order im-
plicit scheme. The ultimate accuracy of the solutions is deter-
mined by the tolerance criteria set by the user. In the present
approach, aithough Csl1,4)) is used to integraie €y from 7, to
t,+1. the integration step size h, is determined by the fast-
variable group. During the integration of Cg, k, is determined
based on the existing values of Cy; which may have to be
updated. Consequently, A, may be slightly reduced (compared
to the LSODE case for the full system) to satisfy local error
tests. However, this reduction of h, also helps assure that Cq
will have comparable accuracy as Cr.

Assuming that » is the mamber of variables in LSODE. The
LU decomposition scales as #*/3 and the forward and backward
substitutions scale as »°. Reducing » from 38 o 16 would
reduce the computation time to a factor of r* (=0.0746, r being
3% = 0.421) of the original for the LU decomposition and to a
factor of r* (=0.1773) of the original for the forward and
backward substitutions. The actual factors are expected to be
greater. We found the factors of 0.14 and 0.26, respectively.
The overall computation time for the atmospheric chemical
system is reduced to about § of the original (see below). Thus,
the IEH can achieve a significant speedup while retaining high
accuracy of the solutions.

In the present version of the 1EH, the number of integration
steps between two Jacobian updates in the fast-group species
is set at 5 initially and reduced to 1 near the end of Ar. The
IEH is to be compared with two LSODE methods for the full
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set of species: one is the commenly used LSODE (denoted
LSODE20), where the number of integration steps between
two Jacobian updates is set at the default value of 20; the other
is a slightly modified LSODE (denoted LSODED1), where the
Jacobian is updated at every integration step. Clearly,
LSODED! is expected to be more accurate and mote time
consuming than LSODE24,

3. TEST CASES

Qur comparison covers both the daytime and nighttime con-
ditions. For the daylime case, the photolysis rate constants are
set at their maximum values corresponding to the noontime
condition in Los Angeles. For the nighttime case, the photolysis
rates are set equal to zero. At night, even though the stiffness
of the Jacobian will be reduced, sharp variations, such as a
sharp drop essentially to zero in some species concentrations,
often occur. Testing the IEH method for the nighttime condition
is needed to assure the robustness in the applicability of the
method. For all cases, the temperature is set at 310°K.

Since a solver may perform differently under different initial
conditions, we establish 256 initial conditions by combining
either a low or a high concentration from each of eight chemical
species while holding other species’ concentrations constant.
Table I shows the initial concentrations used in the present
study. The eight species with low and high concentrarions are
chosen for the following reasons: Both NO and NO, are key
components in O, formation. They are also emitted by anthropo-
genic and natural sources. Therefore, they have a wide range
of concentration values. Although not emitted, O; can vary
widely in concentration and is the key species to be controlled.
OLE, TOL, XYL, FORM, and ALD?2 are reactive organic com-
pounds that may have a rather wide range of concentration
values. The species’ extreme concentrations will impact the
stiffness of the chemical system. Concentrations of other reac-
tive organic species such as MGLY, ETH, [SOP, PAR, and
CRES each could also have been assigned low and high initial
values. But, with the exception of 1SOP, the corresponding
species are either not in abundant generally or relatively unreac-
tive. More importantly, varying their initial concentrations in
our test cases would most likely not introduce any new insights
or modify the performance of the method revealed by changing
the initial values of QLE, TOL, and XYL. (In fact, we did use
a separate set of 256 initial conditions where HONO, MGLY,
ETH, and ISOP were set at 1 X 107% 1 X 107, 1 X 1073,
and 1 X 107* ppm, respectively. No significant change in the
performance of the methods was found. In effect, 512 initial
conditions have been tested in this comparison.) The range of
the initial-concentration ratios of total organic species to NOx
(NO + NOy) 1s 4.9 1o 208 ppmC/ppm. Our time integration is
performed for one A, which is set at 6 min.

Three pairs of relative and absolute tolerances are used in
our study. They are 1 X 107 and 1 X 1077 ppm, 1 X 107°
and 1 X 107 ppn, 1 X 1077 and 1 X 107" ppm. They will
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be designated as high, intermediate, and low tolerances, respec-
tively. These tolerances are used to test the convergence of
the fast-reacting species’ concentrations during the iteration
process. Since the error tolerance in the LSODE is defined as
the sum of the absolute tolerance and a term which is the
praduct of the relative tolerance and the species concentratiot,
a large difference between the two termis means that the smaller
one will be ignored. Furthermore, the wide range of species
concentrations, from 107 to 107! ppm initially, also makes it
difficult to assure uniform accuracy for ali species’ concentra-
tions. Species whose concentrations either are very low or drop
substantially during the course of time integration may not be
as accurately determined as those with high concentrations,
although in general, high accuracy in the high-concentration
species is accompanied by high accuracy in the low-concentra-
tion species.

4. RESULTS

We use LSODEO1 with a relative and an absolute tolerance
of 1 X 1077 and 1 X 107" ppm, respectively, as the ‘‘exact’”’
result against which other method-tolerance pairs are mea-
sured. The relative error, RE, at the end of one time step is
given by the concentration difference between a method—toler-
ance pair and the “‘exact,”” divided by the “‘exact’’ concentra-
tion. Tables 11 and HI show the averages {denoted Avg|RE|)
and the maxima (denoted Max|RE)|), respectively, of the abso-
lute values of the relative errors for each species over the
256 initial conditions. The top 16 species are the fast-reacting
species while the bottom 16 are the slow-reacting species. Only
the high and intermediate tolerance cases are shown to conserve
space. Let us first discuss the daytime results. For Avg|RE] in
the high tolerance case, IEH, LSODEZ20, and LSODEO! yield
results of comparable accuracy; the RE is typically 107, (The
relative differences among the solutions of the different meth-
ods are of the order of 107 For intermediate tolerance, the
RE is typically 107* for IEH and 107° for LSODE20 and
LSODEO]I. (The relative differences among the results of TEH,
LSODE20, and LSODEQ! are 107%) For low tolerance (not
shown), the RE lowers to 107° for IEH and 1072 to 1077 for
LSODE?20. (The relative difference between the results of IEH
and L.SODE?20 is 107%.) The Max |RE| is generally one order
of magnitude higher and generally occurs when the species
congentrations are either very low (as in the case of CRO) or
below the tolerance levels.

For the nighttime case, both 1EH and LSODE20 appear to
have a higher Avg|RE! and Max|RE] for the fast-reacting
species than their daytime counterpart. However. on closer
inspection, the RE is not necessarily higher for all the initial
conditions, but rather, the concentrations of some fast-reacting
species, particularly NG, 03, O'D, O, NO;, N,O;, and CRO,
can approach zero rapidly for some initial conditions. (CRES
of the second group, which forms CRO, can also decrease
smoothly to practically zero under some initial conditions, re-
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F1G. 1. The concentrations {ppm) for NO, O;, NOy, and CRO after one

A1 daytime (left) simulation and one nighttime (right} simulation. In cach plot,
the solid line is the IEH result under high error tolerance; the dotted line is
the “‘exact’’ result. They coincide almost fully. The abscissa represents the
256 initial conditions whose arrangement is akin to an increasing 8-digit binary
number with the left-to-right order of the digit being identical to the top-lo-
bottom order of the eight species with two concentration levels in Table I 0
{or /) = low and 1 (or A} = high.

sulting in a relatively large {RE|.) Although the IEH method
and LSODEZ20 track the species’ temporal behavior very well
even in these cases, their RE bzcomes unreliable, and the Avg
[RE} can therefore be inflated because the denomtinators are
essentially zero or are close to or below the tolerance limit.
Figure | shows the concentrations of NO, O, NO,, and
CRO after one Ar each in the daytime (left) and nighttime
(right) simulations. The behavior of O'D and O is similar to
O, while that of N,Os is similar to NQ,. Therefore, they
are not included in the figure. (No slow-reacting species are
displayed because their temporal variation is smooth. CRES
has a high |RE| only under the conditions of a very small
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denominator.) The abscissa of Fig. | corresponds to the 256 ini-
tial conditions, representing all combinations of the low and high
initial concentrations of the eight species shown in Table I. Each
initial condition is akin to an eight-digit binary number with the
order of the digit from left to right being the same as that of the
species from: top to bottom in the table. The arrangement of the
initial conditions in the abscissa from left to right is identical
to an increasing eight-digit binary number where zero and one
represent the low and high concentrations of a given species,
respectively. Thus the left half and the right half of the abscissa
correspond to the low and high initial NO values, respectively.
The first and third auarters have the low initial NO, concentration
while the second and fourth quarters have the high one, and so
on. Each plot in Fig. 1 contains two lines, a solid line representing
the solutions of the IEH method under high error tolerance and
a dotted line representing the solutions of the ‘‘exact’” method
(LSODEQG! under low error tolerance). The lines are indistin-
guishable from each other for both the daytime and nighttime
simulations, with a small exception in the nighttime simulation
of CRO. Since the nighttime simulations of these species under
high error 1olerance represent potentially the least accurate of all
our simulations, the result in Fig. 1 is certainly encouraging. The
nighttime runs also show bands of essentially zero concentrations
for these species. The high | RE] regions of the species coincide
with these bands. For O; and NO, (similarly for O'D, O, and
N;Os), and CROQ, these bands correspond to the low-O, initial
conditions. For NO, the low- or zero-concentration bands occur
under low-NO or high-Q; initial conditions. Figures 2 and 3 show
the temporal behavior of NO, O3, NO;, and CRO concentrations
in one At for two initial conditions in the daytime and nighttime
simulations, respectively. The two initial conditions are Alllllhl
and khhllith, where h and I stand for high and low concentrations,
respectively. Again, there are two lines in each plot, a solid line
representing the IEH result under high error tolerance and a dot-
ted line representing the “‘exact’’ result under low error toler-
ance. The time interval per concentration output is 12 s. For NO,
under hifllihl, the concentration drop occurs ir much less than
12 5. The figures show the very different behavior of the concen-
trattons between daytime and nighttime and the transient nature
of some of the species. They further show the excellent
agreement between the high tolerance 1EH results and the low
tolerance “‘exact’’ resuits. This is true even fora CRO concentra-
tion as low as 107" ppm. One can conclude that the high |RE|in
the IEH and LSODE?20 methods in some instances is not due to
any significant decrease in accuracy, but rather, a less reliable
|RE | itself because of the small denominator. More importantly,
the impact of this perceived high | RE] on the time integration of
all species concentrations is insignificant.

Figures 4a and b show the execution times for the daytime
and nighttime cases, respectively, for one 6-min time step using
the IEH method as well as those using LSODE20 and LSODEO1
relative to the IEH method of the same tolerance levels. The
computation was carried out on a Kubota Pacific Titan 3000
Compuier. The averape execution times for the daytime condi-
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F1G. 2. The temporal behavior of NO, O;, NO,, and CRO concentrations
(ppm) in one At (6 min) for two initial conditions in the daytime simulation.
The two initial conditions are hitilihl, and hahilllh, where h and ! stand for
high and low concentrations, respectively, of the eight species shown in Table
L In each plot, the solid line is the IEH result under high error tolerance and
the dotted line is the “‘exact’” result. The time mterval per concentration output
is 12 s,

tion over the 256 initial conditions with the IEH method are
0.090 s, 0.201 s, and 0.382 s, for the high, intermediate, and
low tolerance levels, respectively. For the same tolerance levels,
LSODE20 requires 3.2, 2.8, and 2.8 times the execution times
of the IEH method, while LSODEO1 requires 7.7, 8.4, and 8.1
times, respectively. For the nighttime condition, the execution
times with the IEH method are 0.122, 0.221 s, and 0.399 s for
the high, intermediate, and low tolerance levels, respectively.
For the same tolerance levels, LSODE20 requires 2.5, 2.7,
and 2.7 times the execution times of the TEH method, while
LSODEO] requires 6.2, 7.7, and 8.0 times, respectively.

We have also separately tested the 1IEH method using 15 as
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Same as Fig. 2, except for the nighttime simulation.

the number of integration steps between two Jacobian updates
for the daytime condition. In general, the accuracies are slightly
lower than the [EH method reported above while the execution
times are 0.0965,0.188 s, and 0.359 s for the high, intermediate,
and low tolerance levels, respectively.

The nitrogen mass balance of the IEH method is found, as
expected, to be in excellent agreement with the ‘exact’’ results
for both the daytime and nighttime conditions. Note, however,
that the CB4 mechanism itself allows for a gradual loss of the
nitrogen mass in some chain-terminating steps.

5. CONCLUSIONS

From the results presented above, we see that by classifying
the variabies of a highly stiff system into fast and slow groups,
and by solving the fast variables implicitly using the accurate
backward-differentiation formulas and the slow variables explic-
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FIG, 4. The exccution times for the daytime case (a) and the nighttime case (b) {for one 6-min time step wsing the IER method (left scale} and those wsing
LSODE2( and LSODEQ! relative to the IEH method of the same tolerance levels (right scale).

itly, we can achieve, in our application to atmospheric
chemistry, an accuracy in the solution that is comparable to
the commonly vsed LSODE at a relative tolerance level of
107* and an absolute tolerance level of 1077 (pppm), with
one-third the execution time of LSODE. In our atmospheric
chemistry application, the new method is robust for a wide
range of initial conditions and for a substantial variation in
some rate constants due tg a shift in, say, the daytime and
nighttime conditions. The accuracy and execution time of
the method can be further adjusted or optimized by (1)
readjusting the grouping of fast and slow variables to further
reduce the size of the Jacohian matrix for the fast variables,
(2) adjusting the frequency of the Jacobian update for the
fast variables either to improve accuracy or to save computa-
tion time, (3) introducing some steady-state variables that
are simple to solve to further reduce the size of the Jacobian
matrix without causing a significant mass imbalance. These
options will be considered in a separate study. As it is, the
method is significantly more accurate, at a comparable speed,
than the chemistry solvers used in existing air quality models.
This methed is also useful in combustion and reactive-flow
models, where repeated applications of a stiff-equation solver
is required.
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